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Abstract - This paper aims at the performance evaluation of Using synthetic load thexecution of these process sets is
real-time operating systems. Our approach is based on the possible. A process set is feasible tte underlying
Hartstone Uniprocessor Benchmark. _ _ system ifall deadlines of therocess seare met. The
We have implemented thisbenchmark on different real-time o auqown utilization point is reached if at least one
UNIX operating systems that are running on different deadline is missed.

platforms. Based on this we distinguish three different . .
methods to compare performance. In this paper we concentrate on the comparison of

The first one finds breakdown utilization (BU) points. At this  different real-time operatingystems (Lynx-OS, SORIX)

point a real-time system miss hard deadlines. running on the same machine.
The second method inspectshe special overload behavior
beyond the BU point. This observation shows very Il BENCHMARK MODEL

interesting behavior of the system under overload conditions.

Thirdly —our implementation ~considers performance  The used workload derived fromthe Whetstone
evaluation but also on simulation of real-time applications. benchmark is called Kilo-Whetstone Instructions (KWI)
But this will not be considered here. because this synthetic load consists of thousand

In this paper we will present our implementation of . .
Hartstone benchmark for real-time UNIX operating systems. instructions  of the Whetstone benchmark. Thoad

Our implementation realizesall parts of the Hartstone but ~ €Xecuted by a processiring an activation is measured in
modifies them where necessary to suit current hardware and  Kilo-Whetstone instructions per perigdWIPP) and the

software environments. executed loadduring one second is measured in Kilo-
Selected results will beshown for real-time UNIX operating ~ Whetstone instructions per second (KWIP®B)e benefit
systems SORIX and Lynx-OS. of this load isthat granularity of theSmall-Whetstone
load is much finghan theWhetstone instructions itheir
l. INTRODUCTION whole.

) _ . Each serieshas different experiments. Experiments
Fine-grained performance valuese used by dlffere_nt proceed stepwise, ongarameter of th@rocess set being
vendor_s to evaluatehe performan_ce_ of a realtime changed at each step and the others kept constant.
operating system. Performance criterionare context  The various series characterized by increasimgplexity
switching time, interruptlatency time, etc.The best-  agylt from variation of the different parameters within the
known fine-grained real-time benchmark is theprocess set. An overview of the series is shown in Table 1.
Rhealstone Benchmark. _ In themodel one deadline is said to be missedpfacess
Alternative approaches to evaluate real-tisgstem can not finish theexecutionwithin its period (periodic
performances are ap_pllcatlon oriented or applicat@sed processes) or up tothe next activation (sporadic
methods and simulation. processes)During execution ofthe experiments thimad
One attempt to evaluate tbeerall performance of a real- s jncreased dynamicly up to the point where deadlines are
time system isthe HartstoneUniprocessor Benchmark. missed. In the nexteps of an experiment it is possible to
Hartstone as understood by the inventors ,isyatem pservethe systemunder overload conditions when the
requirement rathethan animplemented program‘“[1]. synthetic load raised up.

However only asmall subset of test seriehas been The first series of experimen{®H-serie) starts with a
implemented in ADA [2]. _ _ baseline process set consisting fife independent
The model focuses ompplications typical for real-time peripdic processewith harmonic frequenciesPeriodic
systems.The benchmark hagdive different test series processesare harmonic if the relatiorbetween their
consisting of several experimenEach seriegonsists of  frequencies is a multiple ofie smallesfrequency. Figure
different  processes:  periodic,  aperiodic  andy shows the five periodic and harmonic processes.
synchronization processes. Periodics hawed deadlines  The mostcomplex series ishe SA-seriesstarting with
determined by their periodperiodics may haveard or e periodic processes, one synchronization process and
soft deadlines. Aperiodic processeih softdeadlines run 5, aperiodic process working as a background process.
as background processes. All the periodics have to synchronigeiring theirperiod

Experiments start with a baseline process set characterizggee with the synchronization process (see Figure 2)
by a number of processetheir priority, theirsynthetic

load, process period, starting time and interarrival time.
The program uses small portions of well-known
Whetstone-Benchmark as synthetic load. Eacbcess
executesthis synthetic load in a loop according to a
definition within a test description file.
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Figure 1: A baseline process set of the PH-serie
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Figure 2: A baseline process set of the SA-serie

Description of the PH-experiments

In the first experiment of thePH-serie (PH-1) the
frequency of the fifth process will be increased by the
amount equal to thigequency ofthe thirdprocesauntil a
deadline is missed. The experiment willdbepped after a
fixed number of missed deadlin€Bhis experimentests
the ability to switch between processasd reveals the
influence of kernel delays.

In experimenPH-2all frequencies increasthe workload
of all processes isunchanged. The experiment
demonstrates thebility of the underlying system to
handle increasingvorkload and increasingscheduling
activities.

In experimentPH-3 the workload of each process is

KWIPP) in such away that the relatiorbetween process
frequencies stillharmonic. The utilization should be
greaterthan inPH-2 because keepitige relatiorbetween
process frequencieslarmonic result inless scheduling
activity than in PH-2.

In the last experiment of the series (PH-4) the load of th

system will beincreased by additiongirocesses. Iithis

experiment the influence of additional tasks on schedulin

is shown.

I"l. REQUIREMENTS OF THE IMPLEMENTATION

We have foundhat thefollowing requirements must be
fulfilled for implementation:

free selection of process parametérg using a test
description file)

feasibility of all tests defined in the Hartstone model
free definitions of process sets

portability and applicability of the Benchmark for
commercial real-time UNIX systems

portability to other real-time UNIX systems
termination of tests after an adjustable amount of
missed or skipped deadlines

termination of tests after a definite amount of time
output ofall intermediatesteps on screeand parallel
recording in protocol files

One objective is tofind a vendor independent method to
evaluate a real-timsystemand compare different real-
time operatingsystems. We decided timplement the
requirements following the Hartstone model for
commercial real-time operating systems in C

(5]
V. EXECUTION OF THEEXPERIMENTS

At the beginning of each experiment the raw performance

) . . executed within one process is measured.
increased by an additional workload (measured iR- 3

hereafter the test descriptidite will be interpreted. It
starts with thespecification ofthe baselingprocess set.
The following data in the file describe the following tests.
According to thespecifications processese created and
started at the same time. A experiment terminates after a
definite amount of time or definite amount of missed
Geadlines.

Table 2 giveghe determined baselimgocess set for the
Belected referencerardware (Table 3)Note that on
various machineshis process set may differ because the
raw performance characteristics are different. pPhigess



set is characterised blow frequencies. It produces The represented utilization is equal to the nominal
approximatly 50 % of load. In the appropriateworkload up tothe breakdown utilization point. Behind
experiments thidasic load will increased to find out the that point themeasured utilization is smallghan the
breakdown utilization point and the behavior of the systemominalworkload because missed deadlinesults in not
under overload conditions. executed activities.

The demonstrated behavior matches our theoretical
assumptions: achieved utilization of harmaopiocesses is

start time | duration | priority | frequency | workload per| workload pe greater than that of non-harmonics.
SORIX/ period second

Table 2: Definition of baseline process set for PH-series

(sec) | (sec) |LYNX |(Hertz) | (KwiPP) (KWIPS) Processes mistheir deadlines in thesequence otheir
1 10 0/20 1.0( 51p 51p priority; first the lowest prioritised process missedl its
2 5 10 1/21 2.0( 256 51p deadlines. The next prioritiseprocess misses its
3 5 10 2122 4.0( 128 51P deadlines after that.
4 S 10 | 3/23 8.0( 64 51 The BU points of the PH-1 experiments shown in Figure 3
> > 10 4124 16.0 32 S and Figure 5 are 97 % for Lynx and 80 % for SORIX.
z 5

10 31.0Q 2561) In the PN-experiments it ipossiblethat both thelowest
and the nextfollowing process missesheir deadlines
(Figure 4 and Figure 6)

Table 3: Reference system In the case of SORIXhere is a point where the highest
prioritised processes missome deadlineslthough the

Processor: 180486 processes periodic 8nd periodic 4 meetheir deadlines.
This behavior is dangerous in hard real-tegstems. (See

CPU-frequency 33 MHz Figure 5).

Cache 2" Level/ 256 Kbytes It can be seen in most experimentthat real-time

performance of Lynx-OS is bettdran theperformance of

LRI SIEIES 1 Wait State SORIX. Note bothoperatingsystemsare running on the
Memory Size 16 Mbytes same machine.

In the SA-1 experiment the periodirocesses have to

V. INTERPRETING THE RESULTS synchronize with a server proce3$ie serveprocess has

the highest priorityand the number of itactivations
For n independent periodic tasks where priorities assignedorresponds to the number of activationslbfperiodics.
to tasks in rate-monotonic ordéaccording to real-time First the servemisses its deadlines at utilization of 40 %.
scheduling theory)a process set is schedulable if thelf a periodic process misses a deadlihe servemisses

following condition holds: the deadlinesoo because servand periodic process are
e n C synchronized.
ni2n -1 = Z ?' Q)
=1 VI. CONCLUSION
n...number of processes T...period of the i-th process
C...computation time of i-th process In this paper, wshow selected results tife evaluation of

two commercial real-timéJNIX operatingsystemsusing
For large values of the upperbound forutilization is is  our implementation of the Hartstonéniprocessor
69,31 %; for n=5 processes the limit is 74,34 %. That is, Benchmark. By theexecution ofthe benchmark it is
the utilization offive processes is ledhan 74,34 % all possible tofind the breakdown utilization point of a
deadlines will be met. systemand toobservethe behavior of a real-timgystem
Note this is a sufficient conditionand the bound is ynder overload conditions.
conservativethat means grocess set with atilization  Applying the described method it is possible to find
greaterthan 74,34 % could be psibly scheduled on one process setsepresenting the criticatalue of workload
processor. For a detailled description of appropriateuhere the giversystem isstill able to operateorrectly in
scheduling theory see [3] [4]. a hard real-time sense. Behind that point any increasing of
In our examples thachieved utilizatiorexceeds4,34 %. workload results in missed deadlines.
With higherfrequencies in a process seiteremay be the  The program allows the description of realworld
case wheratilization isbelowthis thresholcbecause for applications in a process setd itsexecution. Due tohis
higher frequencies the system overhead increases. fact our implementation is suitable fibve simulation of a
wide range of applicatiorlassesThe objective is tofind
out whether the real-timgystem will be able to meet the
given requirements.
Also we use a simulated application on different
environments to compare the performancediferent
systems. Besidesising these resultfor performance
evaluation we can predict in\aery early design step the
feasibility ofimplementing a real-time application on the
specific platform.

System behavior

The diagrams (fig. 3 - fig. 5)show the measured
utilization and the number ahissed deadlines on y-axis
and the nominalworkload the real-timesystemhas to
execute orx-axis. The measured utilizationigased upon
the raw performance measured whamly one process
executes the synthetic load.

We presenbnly a selection of result$urther results may
be obtained by the authors.
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