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University of Rostock

Faculty of Computer Science
and Electrical Engineering,
18051 Rostock, Germany

Email: marian.lueder@uni-rostock.de

Ralf Salomon
University of Rostock

Faculty of Computer Science
and Electrical Engineering,
18051 Rostock, Germany

Email: ralf.salomon@uni-rostock.de

Tom Reimer
University of Rostock
Chair of Biophysics

18051 Rostock, Germany
Email: tom.reimer@uni-rostock.de

Abstract—In order to employ biological neurons within techni-
cal applications, they (1) must expose themselves to a monitoring
system and (2) must allow external (stimuli) signals to influence
their spontaneous activity in order to guide their growth. A
first step towards this goal has recently been made by the
development of so-called neuro-chips, which provide an excellent
bio-physical interface. This paper proposes the in-vitro cell-
activity-monitoring system (iCAMS) that links the neuro-chip
with a regular PC. iCAMS (pre-) processes all the data from
all the electrodes in parallel, does further user-specified filtering,
analyses, and temporary storage in local memory. iCAMS also
provides a USB or Ethernet-based communication link to the PC.
Even though, iCAMS is implemented on a low-cost, standard
field-programmable gate array (FPGA), it processes the 52
electrodes at about 10 KHz with a resolution of 10 bits.

I. INTRODUCTION

In terms of neural networks, the world seems to consists
of two parts. The first part looks at neural networks more
from a biological/medical point of view. This type of research
is concerned with, for example, a cell’s metabolism, how the
action potential evolves, how the action potential is transmitted
by means of ions, how a cell’s three-dimensional structure
depends on exogenous disturbances, how different spike trains
correlate to each other to mention but just a few issues. For
biological-oriented research, the interested reader is referred
to the pertinent literature [1]–[4].

As opposed to the “biological world”, the engineering world
is more concerned with the usage of neural networks in,
for example, control [5], reinforcement learning [6], character
recognition [7], speech recognition [8], data mining [9], etc.
Thus, a nerve cell’s three-dimensional structure or its actual
metabolism is at most of secondary interest for an engineer.
Rather, an engineer focuses on functionality, learning, network
topology, average cell activity, and so forth. Of course, those
properties are also of interest for a biologically oriented
research. In other words, the engineer considers the very same
aspects but on a much higher abstraction level.

From a computational point of view, a more detailed level
has always the potential of providing more and/or better
functionalities. However, these add-ons come to the expense
of (significantly) increased computational demands. Thus, for
a given technical application, an engineer aims to find an

appropriate compromise.
Regardless of all the progress, research has made in the

last decades, many engineers might still find it stimulating to
bring together both worlds. In other words, they might ask the
question whether or not biological nerve cells can be used in
technical applications, and whether or not a computer might
be able to control or at least influence the growth of phyisical
in-vitro or in-situ nerve cells. Both options would probably
have great advantages in both the technical as well as the
biological/medical world.

A first step towards this goal has already been made by the
development of glass-based multi-electrode arrays [10]. These
chips have a surface made from glass, which is isolated with
silicon nitride. Because of its construction, the in-vitro cells
are able to attach to the sensor’s surface, which allows the
integrated electrodes to derive the electrical activity that is
going on in the substrate. As an example, Section II briefly
reviews such a chip.

With 52 integrated electrodes on an area of 1 mm × 1 mm in
size, the following two physical aspects have to be taken into
account: (1) the number of nerve cells is about 2 times larger
than the number of electrodes and (2) due to the cells’ sizes,
the electrodes are often far off a cell. Thus, the electrodes
measure all the current activity, which is often a mixture
of very many sources. Therefore, the raw data is normally
amplified and than analyzed by some sophisticated software
products.

Unfortunately, the existing software products, including
their high-impedance amplifiers, which perform the required
signal amplification and noise filtering, are not open-source
products. The non-disclosure of the products’ internals limit
the indepth research options. Therefore, Section III describes
a new system which allows for the online monitoring of up to
52 electrodes with a sample rate of up to 10 KHz. The in-vitro
cell-activity-monitoring system (iCAMS) is able to store up to
24 seconds of monitored data before sending it to a host. The
system also performs the noise filtering for all the electrodes
in parallel. And due to the architectural design, the user may
exchange or self-program any of the filters at his or her own
disposal.

The system is currently under development, with a Nios II



Fig. 1. World’s smallest glass chip with a platinum coated glass ring, which
was developed by the chair of biophysics at the University of Rostock
Fig.: Philipp Köster

Development Kit, Cyclone II Edition board [11] as its target
platform. On this field-programable gate array (FPGA), the
system is expected to consume about 65 % of the ressources,
which leaves enough capabilities for further (parallel) pro-
cessing stages on chip. These options are briefly discussed
in Section IV, which also concludes this paper with a brief
discussion.

II. A GLASS-BASED MULTI-ELECTRODE ARRAY

One may wonder, why multi-electrode arrays are important
for research. In June 2007, the European Community has
launched new regulations on chemicals. The focus of these
regulations is the registration, evaluation, authorization, and
restriction of chemical substances. These new test guidelines
require the investigation on the effects of neurotoxic and
developmental-neurotoxic substances. Unfortunately, most of
these tests are still based on animal experiments. To reduce the
number of such experiments the acquisition of electrophysio-
logical signals, for example, can be done on in-vitro cells by
means of such multi-electrode arrays.

As Fig. 1 shows, a glass-based multi-electrode array consists
of a glass plate of approximately 16 mm × 16 mm in size with
a small bin of 1.4 mm in diameter attached to it. Within the
bin area, the glass plate employs 52 micro electrodes for the
detection of electric cell activity. The impedance detection is
realized with an integrated interdigitated electrode structure.
Furthermore, a thermostatic system controls and regulates the
chip’s temperature using an integrated temperature sensor.

Due to the features described above, these glass-based
multi-electrode arrays might be interesting tools for, for ex-
ample, producers of pharmaceuticals. Basic research could in-
clude, for example, the correlation of the electric activity with
the structure of a neuronal network to differentiate between
neuron types. Furthermore, these multi-electrode arrays can
be used as high-content screening applications as well as for
the bio-analysis of substances [10].

III. ICAMS: THE
IN-VITRO-CELL-ACTIVITY-MONITORING SYSTEM

This section provides a more detailed description of iCAMS,
a system that monitors the electrical activity of in-vitro (nerve)
cells. Its main function is, as Fig. 3 sketches, to provide a data
link between the neural glass chip and the PC. In so doing,
iCAMS has to perform the analog-to-digital conversion, some
noise and user-specific filtering, some local temporary storage,
and finally the data transmission to the PC. Accordingly,
iCAMS hosts a proper number of analog-to-digital converters,
local processing and data storage facilities, as well as some
USB and ethernet interfaces. The overall design is shown in
Fig. 2.

A standard way of implementing such a system would
consist in using a microcontroller or perhaps in using a digital
signal processor. Either of these processors would connect all
the analog-to-digital convertes to appropriate (interrupt) inputs,
and would read the data in, for example, in a round robin way.
With 52 input channels and a sample rate of about 10 KHz per
channel, the processor would have to process 500.000 channels
per second, which might provide a fairly high load even for
state-of-the-art signal processors.

Furthermore, as the number of inputs (chip electrodes) and
the required filtering operations may grow, such a centralized
system might be quickly over loaded. Therefore, this section
proposes a scalable, parallel architecture for which field-
programmable gate arrays (FPGAs) seem to provide an ideal
platform.

Basically, an FPGA consists of a huge number of logical
elements that can be freely combined in order to obtain
virtually any functionality, which include entire processors.
Some well-known examples are the Nios and Nios II CPUs
from ALTERA [12], the LEON CPUs from Gaisler Research
[13], and the Microblaze CPU from XILINX [14]. Standard,
state-of-the-art FPGAs such as Cyclone II [15] or Cyclone III
[16] provide at most 68.000 or 120.000 logic elements, which
allow, for example, for the implementation of three simple
processors (e.g., Nios II) on the very same chip. Furthermore,
most FPGAs feature some local memory chunks that are
distributed over the entire FPGA and that can be freely used. In
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Fig. 2. Design of the new in-vitro-Cell-Activity-Monitoring System – iCAMS
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Fig. 3. Overview of the entire system: a) unknown structure of an neuronal in-vitro network based on a neuro-chip b) the nerve cells are located in the
middle of a glass-based multi-electrode array c) electrical activity measured by the electrode array is send to the new in-vitro Cell-Activity-Monitoring System,
called iCAMS d) the processed data can be analyzed on a normal computer

addition to the logic elements and their interconnections, most
FPGAs also provide an infrastructure, which consists of one
or more clock generators, several I/O ports, and a significant
number of embedded memory cells. A particular configuration
(process) consists of a high-level description language in, for
example, VHDL [17] or Verilog [18], such that the hardware
can be configured (programmed) almost like an ordinary C
program. With all these user-configurable pieces, an FPGA
can realize simple modules, such as state-machines, counters,
adders, and ALUs, as well as entire systems.

Due to an FPGA’s very flexible configuration features,
iCAMS is going to employ an application-specific processing
unit for every input channels. These processing units are of
course not entire CPUs, but rather tuned to perform various
signal preprocessing and noise filtering operations. Each single
processing unit has a certain number of configuration registers.
These registers define the cut-off frequency and select the
filtering algorithm. Furthermore, every channel can utilize up
to four different preprocessing/filtering algorithms in order
to allow for rather complex data manipulations. After the
preprocessing, the data can be locally stored in a per-channel
RAM of 300 KB in size.

The system as described above can locally store up to 24
seconds of recorded data. This data can be further processed by
an on-board Nios II CPU [12], which operates at a clock rate
of 50 - 200 MHz. Basically, this central processor allows for
the data integration of different channels for further analyses.
Furthermore, the central processor is able to send the data to
the host PC via either the USB or the Ethernet interface.

The system configuration as described above results in the
following performance figures: it consumes about 65 % of
the available logic elements of the used low-cost Cyclone II
EP2C35F672 FPGA, and the Nios II processor is expected to
run at a load of about 45 %. Both numbers offer significant
resources for further modules.

IV. DISCUSSION

This paper has argued that some technical applications
might benefit if their controller would be able to employ
biological (in-vitro) nerve cells; those in-vitro cells would

provide their functional abilities on a way smaller room any
digital device would currently capable of. In order to do
so, this paper has proposed iCAMS that processes all the
incomming data and does the required preprocessing. Due
to its modular architecture, iCAMS is also able to apply
additional user-defined noise filtering.

This system is currently under development and intended to
be implemented on a low-cost, standard field-programmable
gate array (FPGA). All the parts have been specified, and
some of them have already been verified in simulation. With
an additional Nios II processor, the current system consumes
about 65 % of an Altera Cyclone II board. With all the
components, iCAMS will be processing 52 channels in real
time at a rate of 10 KHz with a resolution of 10 bits per
channel.

The next steps consists of building a complete system,
which is expected to be done by spring 2010. The system
will then be used for actually monitoring in-vitro cells, to
detect synaptic transmissions and for pharma-screening. The
analysis, for example, of the structure of neuronal networks
or reconstructing the analyzed network will still be done in
software on the host PC.

These laboratory experiments will also include artificial
stimulations. The effects of these stimulations will then be
analyzed with the very same system. The ultimate goals
of these experiments are (1) a set of rules that allow for
controlling the growth processes of the in-vitro cells and (2)
to control and manipulate the communication between nerve
cells of a neruonal network.
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Philipp Köster for providing details on the glass chip as well as
Jan Gimsa for constant support. This research was supported
in part by the DFG graduate school “welisa - Analysis and
simulation of electrical interactions of implants with bio-
system”.



REFERENCES

[1] S. Marom, G. Shahaf, Development, learning and memory in large
random networks of cortical neurons: lessons beyond anatomy,
Quarterly Reviews of Biophysics 35, pp. 63 - 87, 2002

[2] G.W. Gro, J.M. Kowalski, Origins of Activity Patterns in Self-
Organizing Neuronal Networks in Vitro, Journal Intelligent Material
Systems and Structures, Vol.10, Juli 1999

[3] D.A. Wagenaar, J. Pine, S.M Potter, Effective parameters for stim-
ulation of dissociated cultures using multi-electrode arrays, Journal
of Neuroscience Methods 128, pp. 27-37, 2004

[4] D.A. Stenger, G.W. Gross, E.W. Keefer, K.M. Shaffer, J.D. An-
dreadis, W. Ma, J.J. Pancrazio, Detection of physiologically active
compounds using cell-based biosensors Trends Biotechnol., 2001
Aug, 19(8):304-9, Review

[5] R. Salomon, Evolving Receptive-Field Controllers for Mobile Robots,
Applied Intelligence, 17(1), pp. 89-100, Kluwer, 2002

[6] M. Tokic, Reinforcement Learning an Robotern mit neuronalen Net-
zen, Hochschule Ravensburg-Weingarten, Masterthesis, GERMANY,
2008

[7] H.I. Avi-Itzhak, T.A. Diep, H. Garland, High Accuracy Optical Char-
acter Recognition Using Neural Networks with Centroid Dithering,
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol.
17, no. 2, pp. 218-224, Feb. 1995

[8] S. Katagiri (ed), Handbook of Neural Networks for Speech Process-
ing, Artech House Inc, 2000

[9] M.J.A. Berry, G.S. Linoff, Mastering data mining, New York: Wiley,
2000

[10] P.J. Koester, S. Buehler, C. Tautorat, J. Sakowski, R. Schrott, W.
Baumann and J. Gimsa, A New Glass Chip System Acquiring Electric
Activity and Physiological Parameters of Stem Cell Derived Cells,
6th International Meeting on Substrate-Integrated Micro Electrode
Arrays, Reutlingen, Germany, 2008.

[11] Altera Corp., Nios Development Board Cyclone II Edition Reference
Manual, Altera Document MNL-N051805-1.3, Altera Corp., San
Jose,CA, 2007.

[12] Altera Corp., Nios II Processor Reference Handbook, Altera Docu-
ment NII5V1-7.2, Altera Corp., San Jose, CA, 2007.

[13] Gaisler Resarch, LEON2 Processor Users Manual -XST Edition,
Gaisler Research AB, Goteborg, Sweden, 2005

[14] XILINX Inc., MicroBlaze Processor Reference Guide, XILINX Doc-
ument UG081 (v5.0), XILINX Inc., San Jose, CA, 2005

[15] http://www.altera.com/products/devices/cyclone2/cy2-index.jsp
[16] http://www.altera.com/products/devices/cyclone3/cy3-index.jsp
[17] VHDL Analysis and Standardization Group, IEEE Standard VHDL

Language Reference Manual, IEEE Standard 1076-2002, 2002.
[18] IEEE Computer Society, IEEE Standard for Verilog Hardware De-

scription Language, IEEE Standard 1364 -2005, 2005.


