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Situation Challenge

* Huge distributed sensor network How to organize

= No base infrastructure < Process changes

= Maintenance free < Change of evaluation algorithms

- Software updates
without recollection of sensor nodes?

OTA Flashing Protocol
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e Segmenting of new software in pages

< Initiate update by a single node (base station)
< Transmitting and flashing of pages at receiver ,
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